# Fouille de données – TD 2

M2 Informatique, Université de Paris

**TESTS:**  
Télécharger <http://fabien.viger.free.fr/ml/test.py> (c’est le même que pour le TD1), et <http://fabien.viger.free.fr/ml/test2.py> (celui la est nouveau), et les mettre dans le même répertoire que votre fichier td2.py, et tapez: **python3 test2.py**

#### **Exercice 0**

Implémentez la fonction suivante.

| def simulation\_coin(num\_exp, num\_coins\_per\_exp):  """Simulates many coin toss (heads/tails) experiments, and output the  observed distribution of the ratios of "tails", discretized.  See the description of the returned list below.  Args:  num\_exp: an integer. Number of experiments.  num\_coins\_per\_exp: an integer. Number of coin tosses per experiment.  Returns:  A list of 1001 elements: element #i will be the number of experiments  that yielded an observed ratio of "tails" approximately equal to  0.001\*i (i.e. to get the index corresponding to given ratio, use:  int(1000\*ratio) ).  """ |
| --- |

**Exemple:** si à la place de “1000” on utilisait 10, donc en renvoyant une liste de 10+1=11 elements, on s’attend à ce que simulation\_coin(1000, 100) donne quelquechose comme:

[0, 0, 0, 24, 442, 499, 34, 1, 0, 0, 0] # C’est un exemple.

Pour tester votre programme, on va tracer la distribution:

* Ouvrez un python interactif (tapez “python”)
* import td2
* data=td2.simulation\_coin(10000, 100)
* open('/tmp/data', 'w').write('\n'.join(['%f %f' % (0.001\*i, data[i]) for i in range(1001)]))
* Dans un terminal parallèle, tapez:  
  gnuplot -e "set term png; set out '/tmp/data.png'; plot('/tmp/data')"
* Visualisez! Par exemple, dans Chrome, allez à l’URL file:///tmp/data.png

Ca devrait ressembler à ca:

![](data:image/png;base64,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)

#### **Exercice 1**

Implémentez la fonction suivante, à l'aide de la fonction [math.erf()](https://docs.python.org/3/library/math.html#math.erf).  
(\*): Rendez-la plus encore plus précise pour des valeurs très grandes de "value" en utilisant aussi math.erfc(). Essayez avec value=**20** par exemple!

| def proba\_normal\_var\_above(value):  """Returns the probability that a random variable following a normal  distribution with mean 0 and standard deviation 1 is above "value".   Args:  value: a float. See the top-level comment.  Returns:  a float. See the top-level comment.  """ |
| --- |

#### **Exercice 2**

Implémentez la fonction suivante. C'est très tordu! L'idée est:

* Vous avez un échantillon de valeurs observées (par exemple, les tailles en cm d'un certain nombre d'européens).
* Vous voulez estimer quelle est la probabilité que votre estimation de la taille moyenne soit surestimée de delta cm ou plus. Par exemple, vous mesurez une moyenne de 167 cm sur un échantillon de 1000 personnes, et vous voulez estimer la probabilité de surestimer la *vraie* moyenne (celle sur l’ensemble de la population, pas seulement les 1000) de 2 cm ou plus. On fait donc l'hypothèse que la vraie moyenne est 165 cm, et on estime la probabilité d'observer une moyenne de 167 cm ou plus sur 1000 personnes.

Utilisez le théorème central limite + l'exo précédent.

| def proba\_sample\_mean\_above\_true\_mean\_by\_at\_least(sample, delta):  """Given a statistical sample (a list) of i.i.d. Values, returns the  probability there was of observing at least that mean, assuming that  the true mean was at most observed\_mean-delta.  Args:  sample: a list of numbers. See toplevel comment.  delta: a number. See toplevel comment.  Returns:  A float. See toplevel comment.  """ |
| --- |

#### Exercice 3

Implémentez la fonction suivante. On pourra utiliser une [recherche dichotomique](https://fr.wikipedia.org/wiki/Recherche_dichotomique) sur la fonction faite en exo 1.

| def standard\_percentile(p):  """Returns the value X such that the probability of drawing a  random variable following a normal distribution with mean 0 and standard  deviation 1 whose value is X or \*below\* is equal to p.  Example: If p=0.5, this should return 0 because there is a 0.5  probability of drawing a value above 0 in the normal  distribution with parameters (mean=0, stddev=1).  If p=0.84, this should return something close to 1 because  There is a ~0.84 probability to draw a value in [-infinity, 1].  Args:  p: a float. See toplevel comment.  Returns:  A float. See toplevel comment.  """ |
| --- |

#### 

#### Exercice 4

Implémentez la fonction suivante. C'est un peu comme de passer de l'exo 1 à l'exo 2, sauf qu'en plus on demande les 2 bornes : supérieure et inférieure.

| def confidence\_interval\_of\_mean(sample, pvalue):  """Assuming that sample is an i.i.d. random sample from a base  population, return the confidence interval of the mean value of  the underlying population, subject to the given pvalue.  Example: pvalue=0.05, sample=[23,15,17,22]. The "observed" mean of the  sample is X=19.25. The returned confidence interval [µ\_min, µ\_max] (as a  pair) is defined by:   * µ\_min should be the value of the "true" mean of the underlying population such that the probability of observing a mean equal or \*below\* X=19.25 on that population would be equal to 1-0.05=0.95. * µ\_max should be the value of the "true" mean of the underlying population such that the probability of observing a mean equal or \*above\* X=19.25 would be equal to 1-0.05=0.95.   In practice, we would get (µ\_min, µ\_max) ~= with these values.  Args:  sample: a list of numbers. See toplevel comment.  pvalue: a float in [0..1]. See toplevel comment.  Returns:  A pair of floats. See toplevel comment.  """ |
| --- |

#### 

#### Exercice 5 (optionnel: pour vous!): Attachement préférentiel

Implémentez la fonction suivante. Il s'agit de simuler un modèle statistique intéressant, une des premières explications empiriques/mathématiques de l'apparition des lois de puissance dans les grand réseaux d'interactions: l'attachement préférentiel. Ici, le modèle est un réseau social type twitter où chaque nouvel utilisateur "suit" un nombre fixe d'amis déjà présents sur le réseau (les noeux aléatoires), et "suit" en plus un nombre fixes d'utilisateurs, choisis préférentiellement selon le nombre d'utilisateurs qui les suivent déjà.

| def sim\_graph\_growth(num\_nodes, edges\_per\_new\_node, ratio\_follow\_edge):  """Simulates the growth of a graph, node by node. We start with a  single node. Then we add nodes one by one: the first  "edges\_per\_new\_node" nodes attach themselves to all the previous nodes  (meaning: we add an edge between them), then every time we add a node,  we add exactly ratio\_follow\_edge\*edges\_per\_new\_node edges by  "Following edges", and add (1-ratio\_follow\_edge)\*edges\_per\_new\_node by  attaching to a previously-created node, picked uniformly at random.  When we create an edge "following an edge", the idea is to pick one of  the already existing edges (uniformly at random), and to attach to  either one of its two nodes (50/50 chances).  Args:  num\_nodes: an integer. See toplevel comment.  edges\_per\_new\_node: an integer. See toplevel comment.  ratio\_follow\_edge: a float in [0..1]. See toplevel comment.  Returns:  A list of integers: the degrees of the nodes (number of edges).  """ |
| --- |

Bonus: produisez un graph (gnuplot?) de la distribution des degrés obtenue, par exemple avec

num\_nodes=10M, edges\_per\_new\_node=6, ratio\_follow\_edge=0.5.

Je vous laisse choisir le bon mode de représentation.. Pensez au cours!